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Background: Bronchoscopy is a key step in the diagnosis and treatment of respiratory diseases. However, 
the level of expertise varies among different bronchoscopists. Artificial intelligence (AI) may help them 
identify bronchial lumens. Thus, a bronchoscopy quality-control system based on AI was built to improve 
the performance of bronchoscopists.
Methods: This single-center observational study consecutively collected bronchoscopy videos from Shanghai 
Chest Hospital and segmented each video into 31 different anatomical locations to develop an AI-assisted system 
based on a convolutional neural network (CNN) model. We then designed a single-center trial to compare the 
accuracy of lumen recognition by bronchoscopists with and without the assistance of the AI system.
Results: A total of 28,441 qualified images of bronchial lumen were used to train the CNNs. In the cross-
validation set, the optimal accuracy of the six models was between 91.83% and 96.62%. In the test set, the 
visual geometry group 16 (VGG-16) achieved optimal performance with an accuracy of 91.88%, and an area 
under the curve of 0.995. In the clinical evaluation, the accuracy rate of the AI system alone was 54.30% 
(202/372). For the identification of bronchi except for segmental bronchi, the accuracy was 82.69% (129/156). 
In group 1, the recognition accuracy rates of doctors A, B, a and b alone were 42.47%, 34.68%, 28.76%, and 
29.57%, respectively, but increased to 57.53%, 54.57%, 54.57%, and 46.24% respectively when combined 
with the AI system. Similarly, in group 2, the recognition accuracy rates of doctors C, D, c, and d were 37.90%, 
41.40%, 30.91%, and 33.60% respectively, but increased to 51.61%, 47.85%, 53.49%, and 54.30% respectively, 
when combined with the AI system. Except for doctor D, the accuracy of doctors in recognizing lumen was 
significantly higher with AI assistance than without AI assistance, regardless of their experience (P<0.001).
Conclusions: Our AI system could better recognize bronchial lumen and reduce differences in 
the operation levels of different bronchoscopists. It could be used to improve the quality of everyday 
bronchoscopies.
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Introduction

The diagnosis of endobronchial lesions remains a major 
challenge in clinical practice. Lung cancer is the most 
common malignant lesion that causes endobronchial 
lesions, and it is also the leading cause of cancer-related 
deaths worldwide (1,2). The overall 5-year relative survival 
rate of lung cancer patients is only 19% (3), while that of 
stage IA patients exceeds 90% (4). Unfortunately, most lung 
cancer patients are diagnosed at an advanced stage resulting 
in no significant chance of a cure with palliative treatment 
as the only option. For this reason, the question of how to 
improve the early diagnosis rate of lung cancer patients has 
become a hot topic in recent lung cancer research.

Bronchoscopy is a key step in the diagnosis and treatment 
of respiratory diseases (5). Since it was first introduced in 
clinical medicine in China in the 1970s, bronchoscopy has 
become an important tool for respiratory diseases diagnosis, 
treatment, and emergency rescue. However, there are still 
a number of unmet needs related to endoscopies in China, 
such as lack of specialist doctors, an uneven distribution 
of advanced bronchoscopic units, and poor quality control 
(6,7). With increasing demands for bronchoscopy and their 
relevance in the decision-making processes, the workload 
and psychological pressure placed on doctors also continue 
to increase. As bronchoscopy is highly dependent on 
doctor’s clinical experience and operating skills, high-load 
endoscopy units can see the quality or their interventions 
reduced due to different factors, such as incomplete 
explorations of the airway, missed lesions or wrong 
interpretation of the findings observed. 

Respiratory physicians early in their career may not be 
skilled in the technical aspects of bronchoscopy, or familiar 
with anatomic differences in airways, and physiological 
variations in patients which can cause challenges. The 
anatomy of the airway is like a labyrinth, and in performing 
a bronchoscopy, it is easy to get lost after entering each 
lumen, which can result in some segmental lumens 
being missed or observed repeatedly. On the other hand, 
respiratory physicians later in their career, can become very 
proficient in the bronchoscopy operation, pay too much 
attention to a specific lesion and ignore the observation of 
the rest of the lumens. To improve this variation among 
different specialists, there is a large number of guidelines 
based on expert consensus (8-10) on the optimization of 
bronchoscopy; however, the quality of the intervention 
remains very variable among doctors. Thus, for daily 
endoscopies, practical methods need to be developed to 

enable and facilitate the implementation of these guidelines.
Artificial intelligence (AI) has attracted attention since 

it was first proposed in 1956, especially in the last ten years 
(11,12). With the advent of the big-data era, the dramatic 
increase in computers’ computing power, and breakthroughs 
in algorithm research, AI has reached a period of rapid 
development. The combination of AI and medicine has had 
a profound effect on the medical system (13), especially in 
medical imaging (14-17), pathological examination (18-20), 
and endoscopy [e.g., colposcopy (21), gastroscopy (22), and 
colonoscopy (23)]. The combination of AI and imaging has 
greatly improved the accuracy and efficiency of clinicians in 
diagnosing various diseases. However, only limited progress 
has been made in the application of AI to bronchoscopy. 
Matava et al. (24) used 775 laryngoscopy and bronchoscopy 
videos as a data set, trained 3 types of CNNs to classify vocal 
cords and the tracheal airway anatomy in real-time during 
video laryngoscopy or bronchoscopy. Yoo et al. (25) used 
video bronchoscopy images to train an AI model through 
deep learning to identify anatomical locations among the 
carina and both the main bronchi, and the performance 
of the AI model was comparable to that of the most-
experienced human expert. 

At present, we are not aware of AI technology for 
bronchoscopy quality control. This research aimed to 
develop and validate an AI auxiliary system for bronchial 
lumen identification to help standardize and improve 
the quality of bronchoscopies. We present the following 
article in accordance with the TRIPOD reporting 
checklist (available at https://tlcr.amegroups.com/article/
view/10.21037/tlcr-22-761/rc).

Methods

This cross-sectional study consecutively collected the 
operation videos of bronchoscopies from the Respiratory 
Endoscopy Center of Shanghai Chest Hospital from June 
2020 to September 2020. For each video, 31 locations, 
including the glottis, trachea, carina, left main bronchus 
(LMB), right main bronchus (RMB), left upper lobe (LUL) 
bronchus, left lower lobe (LLL) bronchus, right upper lobe 
(RUL) bronchus, truncus intermedius bronchus (TIB), 
upper division bronchus (UDB), lower division bronchus 
(lingular bronchus) (LDB), right middle lobe (RML) 
bronchus, right lower lobe (RLL) bronchus, left bronchus 
(LB) 1+2, LB3, LB4, LB5, LB6, LB8, LB9, LB10, right 
bronchus (RB) 1, RB2, RB3, RB4, RB5, RB6, RB7, RB8, 
RB9, and RB10, were observed in order.

https://tlcr.amegroups.com/article/view/10.21037/tlcr-22-761/rc
https://tlcr.amegroups.com/article/view/10.21037/tlcr-22-761/rc
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The inclusion criteria were completed video of 
bronchoscopy operation and clear lumen images. The 
exclusion criteria included unclear lumen images, and lumen 
lesions affecting the identification of bronchial lumen. The 
primary endpoint was the accuracy of AI in identifying 
bronchial lumens, defined as all lumens AI correctly 
identified divided by the total lumens AI identified. The 
secondary endpoints were the difference in the accuracy of 
AI in identifying different locations, and the comparison 
between AI and doctors in identifying lumens.

Data set and pre-processing

A total of 342 bronchoscopy procedure videos were 
collected and segmented into image frames at a frequency 
of 3 frames per second. For the experimental images, only 
a squared area containing the bronchoscopic view was 

cropped, and the rest of the frame was removed. All the 
images were resized to 1,000 by 1,000 pixels. The study 
design is presented in Figure 1.

First, in-vitro, in-vivo, and unqualified images were 
selected randomly and marked by 3 respiratory intervention 
clinicians to train the convolutional neural network (CNN) 
to identify whether the bronchoscope was in vivo or in vitro. 
This model is hereafter referred to as “CNN1.” 

Second, the qualified bronchoscopy images were used to 
train the classification network to recognize the bronchial 
lumen. This model is hereafter referred to as “CNN2.” 
Using a ratio of 6:2:2, the data were randomly divided into 
the training dataset, cross-validation dataset, and test dataset. 
The respiratory tract was divided into 31 locations, including 
the glottis, trachea, carina, left and right main bronchi, 
lobar bronchi, and segmental bronchi (see Figure 2), which 
were independently marked by 3 professional respiratory 

6,983 images to train CNN1 to 
identify in vivo or in vitro

28,441 images to train CNN2 to 
recognize the bronchial lumen

372 images for evaluation dataset

Group1: Doctor Group2: Doctor + AI

Doctor + AI Doctor

Model training
Training dataset/cross-validation 

dataset (22,746)

Test dataset (5,695)

Performance evaluation

Selected model

Doctors

AI independent

Model evaluation and selection

Gold standard comparison

Data management, statistical analysis

4 weeks later4 weeks later

Figure 1 Image pre-processing and flow chart. CNN, convolutional neural network; AI, artificial intelligence. 
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intervention doctors. To reduce bias, the images were only 
included when at least 2 doctors were in agreement. The 
specific marking results of the 31 locations of the bronchus 
are shown in Figure 3.

Model training and testing

For in-vivo/in-vitro recognition, visual geometry group 16 
(VGG-16) and ResNet-50 were used to train the model. 
For the recognition of the 31 locations of the bronchus, 
InceptionV3, MobileNet, ResNet-50, VGG-16, VGG-
19, and Xception were used to train the model. Among the 
dataset, the training set was used to train the model, the 
cross-validation dataset was used to determine the network 
structure and adjust the hyperparameters of the model, and 
the test dataset was used to explore the generalizability of the 
model. Data augmentation, including reflection, rotation, 
shift and early stop, were used to prevent overfitting.

Clinical research design

Evaluation data set
In total, 12 complete bronchoscopy operation videos, 

showing 31 locations, were further included in evaluation 
data set. Again, each video was segmented into image 
frames. A typical image was selected for each location of 
each video, and thus a data set of 372 images was formed for 
clinical evaluation.

Clinical evaluation
The clinicians, who were required to identify the bronchial 
locations, comprised 4 senior doctors (hereafter referred 
to as doctors A, B, C, and D, with greater than 5 years of 
experience in interventional pulmonology) and 4 junior 
doctors (hereafter referred to as doctors a, b, c, and d, with 
less than 1 year of experience in interventional pulmonology), 
who were randomly divided into Group 1 and Group 2 
respectively. Thus, Group 1 and Group 2 each comprised 
2 senior doctors and 2 junior doctors, respectively. All of 
clinicians and the AI system were blind to the 372 images 
that comprised the evaluation dataset. For the evaluation 
dataset, the doctors in group 1 first identified independently 
the bronchoscopic images. AI was used 4 weeks later as a 
diagnosis aid in a similar process. Doctors in group 2 first 
used AI to assist in the identification of the images, and then 
independently, repeated the process, without AI help 4 weeks 
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Figure 2 Typical images of 31 locations of the bronchial lumen. 1, glottis; 2, trachea; 3, carina; 4, LMB; 5, RMB; 6, LUL; 7, LLL bronchus; 
8, RUL bronchus; 9, TIB; 10, UDB; 11, LDB; 12, RML; 13, RLL; 14, LB1+2; 15, LB3; 16, LB4; 17, LB5; 18, LB6; 19, LB8; 20, LB9; 
21, LB10; 22, RB1; 23, RB2; 24, RB3; 25, RB4; 26, RB5; 27, RB6; 28, RB7; 29, RB8; 30, RB9; 31, RB10. LMB, left main bronchus; RMB, 
right main bronchus; LUL, left upper lobe; LLL, left lower lobe; RUL, right upper lobe; TIB, truncus intermedius bronchus; UDB, upper 
division bronchus; LDB, lower division bronchus; RML, right middle lobe; RLL, right lower lobe; LB, left bronchus; RB, right bronchus.
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later. The difference in accuracy among the senior and junior 
doctors and the AI system was compared and analyzed. 

Statistical analysis

The statistical analyses were performed using SPSS 
software (version 25.0; IBM Corp., Armonk, NY, USA). We 
presented standard descriptive statistics, with categorical 

variables presented as percentages. The Pearson’s chi-
squared test was used to compare the categorical variables. 
All P values were two-sided. P values <0.05 were considered 
statistically significant.

Ethical statement

The study was conducted in accordance with the 
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21. LB10 (868)

27. RB6 (1,041)

29. RB8 (756)

28. RB7 (961)

30. RB9 (548)

31. RB10 (743)

23. RB2 (993)
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Figure 3 Number of labeled images in 31 locations of the bronchial lumen. LMB, left main bronchus; RMB, right main bronchus; LUL, 
left upper lobe; LLL, left lower lobe; RUL, right upper lobe; TIB, truncus intermedius bronchus; UDB, upper division bronchus; LDB, 
lower division bronchus; RML, right middle lobe; RLL, right lower lobe; LB, left bronchus; RB, right bronchus. 
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Declaration of Helsinki (as revised in 2013). The study 
was approved by the Ethics Committee of Shanghai Chest 
Hospital (No. IS2125). Because of the retrospective nature 
of the study, the requirement for informed consent was 
waived.

Results

In-vivo/in-vitro recognition

Of all the images, 1,805 in-vitro, 2,708 in-vivo, and 
2,470 unqualified bronchoscopic images were selected; 
representative images are shown in Figure 4. VGG-16 
and ResNet-50 were used to train the recognition in-vivo/
in-vitro model. The results showed that the recognition 
accuracy rates of VGG-16 and ResNet-50 did not differ 
greatly, and had values of 98.02% and 98.39%, respectively. 
The receiver operating characteristic (ROC) curves of 
the 2 accuracy rates were drawn, and the areas under 
the ROC curve (AUCs) of both accuracy rates reached 
0.99, indicating that the models’ performance was good. 
Performance metric changes, the ROC curves, and 
confusion matrixes of the ResNet50 and VGG-16 for  
in-vivo/in-vitro/unqualified image recognition are shown in 
Figure 5.

Identification of 31 locations of the bronchial lumen

A total of 28,441 qualified bronchoscopy images were 
selected. Multiple CNNs were used to identify 31 locations 
of the bronchus. The performance metric changes of each 
model during the training process are shown in Figure 6. 

The ROC curve of each model is shown in Figure 7. The 
AUC of each model was above 0.96, indicating that these 
models had good generalizability. The identification results 
are shown in Table 1. The results showed that in the cross-
validation set, the optimal accuracy of the six models was 
between 91.83% and 96.62%. But in the test data, the 
optimal accuracy rate of the VGG-16 reached 91.88%, 
which also had the best recognition accuracy rate among 
the tested models. For this reason, VGG-16 was selected as 
the AI system for the next test. 

We also constructed a confusion matrix based on 
VGG-16 (see Figure 8), which showed the classification 
performance of the model for each category. The confusion 
matrixes for InceptionV3, MobileNet, ResNet-50, VGG-
19, and Xception are shown in Figure S1. According to the 
confusion matrixes, there was significant difference in the 
ability of the model to recognize specific categories. Thus, 
we further measured the recognition accuracy of VGG-
16 for each location. As Figure 9 shows, the recognition 
accuracy rates of different locations ranged from 75.67% to 
99.54%. Among them, the recognition accuracy rates for 
the glottis, carina, and LMB, RMB, RUL bronchus, and 
TIB were relatively high, with values >95%. However, the 
recognition accuracy rates for the LLL bronchus, LDB, 
LB4, and most basal segment bronchi were <85%, which 
was significantly lower than that of the other locations. The 
similarity between these locations may be the reason for the 
lower recognition accuracy.

Clinical evaluation results

The accuracy rate of the AI system alone in identifying 

A B C

Figure 4 Representative in-vivo (A), in-vitro (B), and unqualified (C) images.

https://cdn.amegroups.cn/static/public/TLCR-22-761-Supplementary.pdf
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image recognition. (A) ResNet50, (B) VGG-16. ROC, receiver operating characteristic; VGG-16, visual geometry group 16. 
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the 372 bronchial images was 54.30% (202/372). For the 
identification of bronchi except for segmental bronchi, the 
accuracy was 82.69% (129/156). The recognition accuracy 
of segmental bronchi (B1–B10) was only 33.80% (73/216). 
The accuracy rates of the doctors are shown in Table 2. 
In Group 1, the accuracy rates of doctors A, B, a, and b 
increased from 42.47%, 34.68%, 28.76%, and 29.57%, 
respectively, when conducting the identification alone 
to 57.53%, 54.57%, 54.57%, and 46.24%, respectively, 

when conducting the identification with the assistance of 
the AI system. In Group 2, the accuracy rates of doctors 
C, D, c, and d increased from 37.90%, 41.40%, 30.91%, 
and 33.60%, when conducting the identification alone to 
51.61%, 47.85%, 53.49%, and 54.30%, respectively, when 
conducting the identification with the assistance of the AI 
system. Except for doctor D, the recognition accuracy rates 
of the other 7 doctors alone (i.e., without AI assistance) and 
their recognition accuracy rates with AI assistance differed 
significantly (P<0.001). Thus, the AI system significantly 
improved the doctors’ recognition of the bronchial lumen, 
especially among the younger doctors. In relation to the 
specific results for the identification of the 31 locations, 
the doctors accurately identified the glottis, trachea, 
carina, LMB, RMB, RUL bronchus, and TIB. However, in 
relation to the identification of the segmental bronchus, the 
recognition accuracy of the doctors was generally low.

Discussion

Millions of people worldwide undergo bronchoscopy 
every year, and high-quality endoscopy can improve the 
robustness of respiratory diseases diagnosis (5,26-28). 
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Figure 7 The AUCs of each model in the test data set. (A) InceptionV3; (B) MobileNet; (C) ResNet50; (D) VGG-16; (E) VGG-19; (F) 
Xception. ROC, receiver operating characteristic; AUC, the area under the ROC curve; VGG, visual geometry group.

Table 1 The optimal recognition accuracy results for the 31 
locations of the bronchus.

Model Cross-validation set accuracy Test set accuracy

VGG-16 95.62% 91.88%

ResNet50 96.62% 91.76%

Xception 96.26% 73.28%

VGG-19 91.83% 71.77%

MobileNet 95.37% 70.97%

InceptionV3 93.42% 70.34%

VGG, visual geometry group.
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However, there are significant differences in the level of 
expertise between endoscopists, which affect the detection 
rate of lesions. The question of how to correctly identify 
and judge the bronchial lumen has become an important 
part of bronchoscopy examinations and treatments. This is 
especially important when the lesion is located at the distal 
end of the bronchus and is invisible under a bronchoscope, 

as a positioning error may directly lead to examination 
or treatment failure. A series of guidelines for regulating 
bronchoscopy operations based on expert consensus have 
been proposed (8-10); however, due to a lack of supervision 
and practical tools, these guidelines are often not well 
implemented, especially in developing countries.

It was previously reported that some scholars applied AI 
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Figure 8 Confusion matrix for the classification of the 31 locations in the test data set by VGG-16. VGG-16, visual geometry group 16.
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Figure 9 Recognition accuracy rates of VGG-16 for different locations in the test data set. VGG-16, visual geometry group 16.
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Table 2 The identification results of the doctors 

Identification results
Method

Total P value
Doctor Doctor + AI

Group 1

A <0.001

Identification

Yes 158 214 372

No 214 158 372

Total 372 372 744

Accuracy 42.47% 57.53% 50.00%

B <0.001

Identification

Yes 129 203 332

No 243 169 412

Total 372 372 744

Accuracy 34.68% 54.57% 44.62%

a <0.001

Identification

Yes 107 203 310

No 265 169 434

Total 372 372 744

Accuracy 28.76% 54.57% 41.67%

b <0.001

Identification

Yes 110 172 282

No 262 200 462

Total 372 372 744

Accuracy 29.57% 46.24% 37.90%

Group 2

C <0.001

Identification

Yes 141 192 333

No 231 180 411

Total 372 372 744

Accuracy 37.90% 51.61% 44.76%

Table 2 (continued)
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to bronchoscopy. Tan et al. (29) proposed a new migration 
learning method on DenseNet for the recognition of 
lung diseases, including cancer and tuberculosis, under 
bronchoscopy. Using this method, the authors identified 
87% of cancers, 54% of tuberculosis cases, and 91% of 
normal cases with good detection accuracy. Feng et al. (30)  
used fluorescent bronchoscopy pictures of 12 cases of 
adenocarcinoma and 11 cases of squamous cell carcinoma as 
a data set, and linear regression machine learning methods 
for classification, and ultimately achieved an accuracy of 83% 
for lung cancer classification. Hotta et al. (31) also trained 
CNN model to predict benign or malignant lesions based 
on endobronchial ultrasonography findings. These studies 
mainly focused on AI assisted diagnosis of bronchial lesions. 
However, the recognition of bronchial lumen was only 
limited to the recognition of vocal cords and tracheal (24), 
carina and both the main bronchi (25).

Our AI system was able to accurately identify the main 

and lobar bronchi. AI systems could help inexperienced 
doctors to quickly identify the lumen and prevent 
missed diagnoses and misdiagnoses. For senior doctors, 
bronchoscopies can be standardized by AI systems, thereby 
improving the quality of the interventions performed.

In terms of endoscopy, Wu et al. combined a deep 
CNN with deep reinforcement learning to train a real-
time quality improvement system (WINSENSE) for 
esophageal gastroduodenoscopy. Monitoring blind spots 
during the examination has become a powerful auxiliary 
tool to reduce the different skills of endoscopists and 
improve the quality of daily endoscopies (32); however, 
in relation to bronchoscopy, most studies have focused 
on the identification of the pathological specimens of 
transbronchial biopsies (33,34). To our knowledge, this is 
the first study to apply CNN training to identify bronchial 
anatomy.

Due to the hierarchical relationship between the 

Table 2 (continued)

Identification results
Method

Total P value
Doctor Doctor + AI

D 0.080

Identification

Yes 154 178 332

No 218 194 412

Total 372 372 744

Accuracy 41.40% 47.85% 44.62%

c <0.001

Identification

Yes 115 199 314

No 257 173 430

Total 372 372 744

Accuracy 30.91% 53.49% 42.20%

d <0.001

Identification

Yes 125 202 327

No 247 170 417

Total 372 372 744

Accuracy 33.60% 54.30% 43.95%

AI, artificial intelligence.
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bronchial segments, the bronchial lumens are usually 
checked in order during bronchoscopy; thus, there is no 
need to actually consider the specific shape of each lumen. 
In addition, the segmental bronchi, especially the lingual 
segment and the basal segment of the lower lobes, are 
very similar; making it extremely difficult to identify the 
bronchial lumen based on images. In this study, neither 
junior nor senior doctors had very high accuracy rates for 
recognizing bronchial lumen images. This indicates that 
image-based bronchial lumen recognition is challenging. 
In relation to the recognition accuracy of the doctors 
for each location, the 2 groups of doctors could better 
identify the glottis, trachea, carina, LMB, RMB, RUL 
bronchus, and TIB than the remaining bronchial lumens 
of the 31 different locations. For these locations, the 
senior doctors had a slightly higher recognition accuracy 
rate than the junior doctors, which indicates that these 
locations have more obvious characteristics that facilitate 
their recognition. However, for the segmental bronchi B1-
B10, the recognition accuracy rates of both the senior and 
junior doctors declined steeply, and the accuracy rates of 
all the doctors were between 2.31% and 20.37%. These 
results demonstrate that these locations are difficult to 
recognize based on images alone. Conversely, the AI system 
had a better ability to recognize the lumen, especially the 
segmental bronchus. The recognition accuracy rate of 
the AI system was significantly higher than that of all the 
doctors. Thus, the AI system was able to identify lumen that 
the doctors could not properly identify.

An understanding of the specific shape of each lumen 
could increase the ability of junior doctors to identify and 
more quickly familiarize themselves with the bronchial 
structure, thereby improving their ability to recognize the 
lumen and reducing the time spent identifying them during 
bronchoscopy. With the assistance of AI, the recognition 
accuracy of both junior and senior doctors increased 
significantly. The improvement in the recognition accuracy 
of the junior doctors was more obvious than of the senior 
ones. This showed that the AI system improved doctors’ 
ability to recognize the bronchial lumen, and enabled the 
junior doctors to achieve a level of accuracy similar to that 
of the senior doctors.

The introduction of an AI system in bronchoscopy has 
a number of advantages. First, it can help junior doctors 
to quickly familiarize themselves with bronchoscopy 
techniques and thus avoid missing or repeating the viewing 
of certain lumens during bronchoscopy. Second, it can 
improve the operation quality by enabling doctors to gain 

a comprehensive understanding of the inspection process. 
Third, it can improve the detection rate of lesions, and 
enable the automatic identification of possible lesions. 

Although the results of our study warrant further 
investigations, it has some limitations. First, our results 
were obtained using Olympus endoscopes (Olympus is a 
mainstream model); however, we hope that the AI system can 
be applied to endoscopes from other vendors. Theoretically, 
this could be achieved by using the transfer learning method 
without additional algorithm tuning (35). Second, this study 
only focused on the recognition of bronchial lumen based 
on images, and complete video bronchoscopy training 
was not carried out. Third, this was a single-center study, 
and the number of clinicians involved was small. Thus, we 
intend to train and test the AI system using more videos 
of bronchoscopy operations from multiple centers in the 
future.

Conclusions

In conclusion, this AI model is an endoscopy quality 
improvement system based on CNNs. The AI system was 
better able to recognize lumen than the junior and senior 
doctors alone were. Furthermore, our findings suggest 
that the supplemental application of the AI system could 
reduce the differences in the endoscopic skills of doctors 
with different levels of experience, and it could become 
a powerful auxiliary tool to improve the quality of daily 
endoscopic examinations. In the future, the AI system is 
expected to be used to monitor the blind spot rate during 
bronchoscopy and determine the inspection time.
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Supplementary
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Figure S1 Confusion matrixes for the classification of the 31 locations in the test data set by the models. (A) InceptionV3, (B) MobileNet, (C) 
ResNet50, (D) VGG-19, (E) Xception. VGG-19, visual geometry group 19. 
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