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#### Abstract

As the correlation matrices of stationary vector processes are block Toeplitz, autoregressive (AR) vector processes are non-stationary. However, in the literature, an AR vector process of finite order is said to be "stationary" if it satisfies the so-called stationarity condition (i.e., if the spectral radius of the associated companion matrix is less than one). Since the term "stationary" is used for such an AR vector process, its correlation matrices should "somehow approach" the correlation matrices of a stationary vector process, but the meaning of "somehow approach" has not been mathematically established in the literature. In the present paper we give necessary and sufficient conditions for AR vector processes to be "stationary". These conditions show in which sense the correlation matrices of an AR "stationary" vector process asymptotically behave like block Toeplitz matrices. Applications in information theory and in statistical signal processing of these necessary and sufficient conditions are also given.
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## 1. Introduction

As the correlation matrices of wide sense stationary (WSS) vector processes are block Toeplitz, autoregressive (AR) vector processes are not WSS (and thus not stationary). However, in the literature, an AR vector process of finite order is said to be "stationary" if it satisfies the so-called stationarity condition (i.e., if the spectral radius of the associated companion matrix is less than one (see, e.g., [1, Section 2.2.1])). Since the term "stationary" is used for such an AR vector process, its correlation matrices should "somehow approach" the correlation matrices of a WSS vector process, but the meaning of "somehow approach" has not been mathematically established in the literature. In this paper we formally establish the meaning of "somehow approach" by using the definition of asymptotically WSS (AWSS) process (which was given in [2, p. 225] for 1dimensional (or scalar) processes and in [3, Definition 7.1] for vector processes). In other words, in this paper we prove that a necessary and sufficient condition for an AR vector process to be "stationary" is to be AWSS.

[^0]Unlike the stationarity condition, the definition of AWSS process provides information about the asymptotic behaviour of the correlation matrices of the process. Another concept regarding the asymptotic behaviour of the correlation matrices of a stochastic (or random) process was given in [4, p. 223], namely, the concept of asymptotically stationary correlation structure. In the present paper, we also obtain a sufficient condition for stochastic vector processes to be AWSS and to have an asymptotically stationary correlation structure. Moreover, we show that this sufficient condition is also a necessary condition to be AWSS if the stochastic vector processes are AR. Consequently, in this paper we prove that a necessary condition for an AR vector process to be "stationary" is to have an asymptotically stationary correlation structure.

The necessary and sufficient conditions obtained here find application in practical situations involving computations with large correlation matrices of AR "stationary" vector processes. As examples of such practical applications we obtain a novel result in information theory and another one in statistical signal processing. Specifically:

1. We compute the differential entropy rate of any proper Gaussian AR "stationary" vector process.
2. We extend to AR "stationary" vector processes the Pisarenko spectral estimation method given in [5, Theorem 2] for WSS scalar processes.
The rest of the paper is organized as follows. In Section 2 some preliminary results on block Toeplitz matrices are given. In Section 3 we present a sufficient condition for stochastic vector processes to be AWSS and to have an asymptotically stationary correlation structure. In Section 4 we give necessary and sufficient conditions for AR vector processes to be "stationary". In Section 5 applications in information theory and in statistical signal processing of these necessary and sufficient conditions are presented. Finally, Section 6 is the conclusions section.

## 2. Preliminary results

### 2.1. The Barnett factorization

We first review a result on block Hankel matrices called the Barnett factorization (see [6, Theorem 4.27]).
Theorem 1. Let

$$
\left\{\mathrm{H}_{k}\right\}_{k \in \mathbb{Z}}=\left\{\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-k \omega \mathrm{i}} H(\omega) d \omega\right\}_{k \in \mathbb{Z}}
$$

be the sequence of Fourier coefficients of a continuous $2 \pi$-periodic function $H: \mathbb{R} \rightarrow \mathbb{C}^{N \times N}$. Assume that $H_{0}$ is the $N \times N$ identity matrix $I_{N}=\left(\delta_{j, k}\right)_{j, k=1}^{N}$. Suppose that $\mathrm{H}_{k}$ is the $N \times N$ zero matrix $0_{N \times N}$ for all $k \in \mathbb{N}$. If $n \in \mathbb{N}$ then

$$
Z_{n}(H)=K_{n}(H)\left(\Phi_{n}(H)\right)^{n}
$$

where

$$
\Phi_{n}(H)=\left(\begin{array}{c|c}
0_{(n-1) N \times N} & I_{(n-1) N} \\
\hline-\mathrm{H}_{-n} & -\mathrm{H}_{-(n-1)} \cdots-\mathrm{H}_{-1}
\end{array}\right)
$$

and $Z_{n}(H)$ and $K_{n}(H)$ are the block Hankel matrices

$$
Z_{n}(H)=\left(\begin{array}{ccccc}
0_{N \times N} & \cdots & 0_{N \times N} & 0_{N \times N} & -H_{-n} \\
0_{N \times N} & \cdots & 0_{N \times N} & -H_{-n} & -H_{-(n-1)} \\
0_{N \times N} & \cdots & -H_{-n} & -H_{-(n-1)} & -H_{-(n-2)} \\
\vdots & . \cdot & \vdots & \vdots & \vdots \\
-H_{-n} & \cdots & -H_{-3} & -H_{-2} & -H_{-1}
\end{array}\right)
$$

and

$$
K_{n}(H)=\left(\begin{array}{ccccc}
H_{-(n-1)} & \cdots & H_{-2} & H_{-1} & I_{N} \\
H_{-(n-2)} & \cdots & H_{-1} & I_{N} & 0_{N \times N} \\
H_{-(n-3)} & \cdots & I_{N} & 0_{N \times N} & 0_{N \times N} \\
\vdots & . & \vdots & \vdots & \vdots \\
I_{N} & \cdots & 0_{N \times N} & 0_{N \times N} & 0_{N \times N}
\end{array}\right) \text {, }
$$

respectively.
In [6] the proof of Theorem 1 is left as an exercise for the reader. For the convenience of the reader, we prove it in Appendix A. We now review a result on the characteristic polynomial of the matrix $\Phi_{n}(H)$ (see, e.g., [6, Theorem 4.23] and [7, p. 14]).

Theorem 2. If $\left\{\mathrm{H}_{k}\right\}_{k \in \mathbb{Z}}$ is as in Theorem 1, $n \in \mathbb{N}$, and $\tau \in \mathbb{C}$, then

$$
\operatorname{det}\left(\tau I_{n N}-\Phi_{n}(H)\right)=\operatorname{det}\left(\tau^{n} I_{N}+\sum_{k=1}^{n} \tau^{n-k} H_{-k}\right)
$$

The following result provides two simple properties of the matrix $J_{n} \otimes I_{N}$, where $J_{n}$ is the $n \times n$ backward identity matrix (that is, $\left.J_{n}=\left(\delta_{j+k, n+1}\right)_{j, k=1}^{n}\right)$ and $\otimes$ denotes the Kronecker product, i.e.,

$$
J_{n} \otimes I_{N}=\left(\begin{array}{ccccc}
0_{N \times N} & \cdots & 0_{N \times N} & 0_{N \times N} & I_{N} \\
0_{N \times N} & \cdots & 0_{N \times N} & I_{N} & 0_{N \times N} \\
0_{N \times N} & \cdots & I_{N} & 0_{N \times N} & 0_{N \times N} \\
\vdots & . \cdot & \vdots & \vdots & \vdots \\
I_{N} & \cdots & 0_{N \times N} & 0_{N \times N} & 0_{N \times N}
\end{array}\right) .
$$

## Lemma 3.

1. $J_{n} \otimes I_{N}$ is involutory.
2. If $A \in \mathbb{C}^{n N \times n N}$ then

$$
\left[A\left(J_{n} \otimes I_{N}\right)\right]_{j, k}=[A]_{j, n+1-k} \in \mathbb{C}^{N \times N}
$$

and

$$
\left[\left(J_{n} \otimes I_{N}\right) A\right]_{j, k}=[A]_{n+1-j, k} \in \mathbb{C}^{N \times N}
$$

for all $j, k \in\{1, \ldots, n\}$.
Proof. (1) $\left(J_{n} \otimes I_{N}\right)^{2}=J_{n}^{2} \otimes I_{N}^{2}=I_{n} \otimes I_{N}=I_{n N}$.
(2) If $j, k \in\{1, \ldots, n\}$ then

$$
\begin{aligned}
{\left[A\left(J_{n} \otimes I_{N}\right)\right]_{j, k} } & =\sum_{h=1}^{n}[A]_{j, h}\left[J_{n} \otimes I_{N}\right]_{h, k}=\sum_{h=1}^{n}[A]_{j, h}\left[J_{n}\right]_{h, k} I_{N} \\
& =\sum_{h=1}^{n}\left[J_{n}\right]_{h, k}[A]_{j, h} I_{N}=\sum_{h=1}^{n}\left[J_{n}\right]_{h, k}[A]_{j, h}=[A]_{j, n+1-k}
\end{aligned}
$$

and

$$
\left[\left(J_{n} \otimes I_{N}\right) A\right]_{j, k}=\sum_{h=1}^{n}\left[J_{n} \otimes I_{N}\right]_{j, h}[A]_{h, k}=\sum_{h=1}^{n}\left[J_{n}\right]_{j, h} I_{N}[A]_{h, k}=\sum_{h=1}^{n}\left[J_{n}\right]_{j, h}[A]_{h, k}=[A]_{n+1-j, k}
$$

We finish this section by presenting the Barnett factorization for block Toeplitz matrices, which will be proved by using Theorems 1 and 2, and Lemma 3.

Theorem 4. If $\left\{\mathrm{H}_{k}\right\}_{k \in \mathbb{Z}}$ is as in Theorem 1 and $n \in \mathbb{N}$ then

$$
\begin{equation*}
T_{n}(H)\left(\Psi_{n}(H)\right)^{n}=B_{n}(H) \tag{1}
\end{equation*}
$$

where

$$
\Psi_{n}(H)=\left(\begin{array}{c|c}
-\mathrm{H}_{-1} \ldots-\mathrm{H}_{-(n-1)} & -\mathrm{H}_{-n} \\
\hline I_{(n-1) N} & 0_{(n-1) N \times N}
\end{array}\right)
$$

and $T_{n}(H)$ and $B_{n}(H)$ are the block Toeplitz matrices

$$
T_{n}(H)=\left(\mathrm{H}_{j-k}\right)_{j, k=1}^{n}
$$

and

$$
B_{n}(H)=\left(\begin{array}{ccccc}
-\mathrm{H}_{-n} & 0_{N \times N} & 0_{N \times N} & \cdots & 0_{N \times N} \\
-\mathrm{H}_{-(n-1)} & -\mathrm{H}_{-n} & 0_{N \times N} & \cdots & 0_{N \times N} \\
-\mathrm{H}_{-(n-2)} & -\mathrm{H}_{-(n-1)} & -\mathrm{H}_{-n} & \cdots & 0_{N \times N} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-\mathrm{H}_{-1} & -\mathrm{H}_{-2} & -\mathrm{H}_{-3} & \cdots & -\mathrm{H}_{-n}
\end{array}\right) \text {, }
$$

respectively. Moreover,

$$
\begin{equation*}
\operatorname{det}\left(\tau I_{n N}-\Psi_{n}(H)\right)=\operatorname{det}\left(\tau^{n} I_{N}+\sum_{k=1}^{n} \tau^{n-k} \mathrm{H}_{-k}\right) \quad \forall \tau \in \mathbb{C} \tag{2}
\end{equation*}
$$

Proof. From Theorem 1 and Lemma 3 we have

$$
T_{n}(H)\left(\Psi_{n}(H)\right)^{n}=T_{n}(H)\left(J_{n} \otimes I_{N}\right)\left(\left(J_{n} \otimes I_{N}\right) \Psi_{n}(H)\left(J_{n} \otimes I_{N}\right)\right)^{n}\left(J_{n} \otimes I_{N}\right)
$$

$$
\begin{aligned}
& =K_{n}(H)\left(\left(J_{n} \otimes I_{N}\right)\left(\begin{array}{c|c}
-\mathrm{H}_{-n} & -\mathrm{H}_{-(n-1)} \ldots-\mathrm{H}_{-1} \\
\hline 0_{(n-1) N \times N} & J_{n-1} \otimes I_{N}
\end{array}\right)^{n}\left(J_{n} \otimes I_{N}\right)\right. \\
& =K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\left(J_{n} \otimes I_{N}\right) \\
& =Z_{n}(H)\left(J_{n} \otimes I_{N}\right) \\
& =B_{n}(H)
\end{aligned}
$$

As $\Phi_{n}(H)=\left(J_{n} \otimes I_{N}\right) \Psi_{n}(H)\left(J_{n} \otimes I_{N}\right)$ and $J_{n} \otimes I_{N}$ is involutory, $\Phi_{n}(H)$ and $\Psi_{n}(H)$ are similar. Consequently, $\Phi_{n}(H)$ and $\Psi_{n}(H)$ have the same characteristic polynomial. Therefore, applying Theorem 2 yields Equality (2).

### 2.2. On the companion matrix

We begin this section by giving a result on natural powers of block lower triangular matrices.
Lemma 5. Let $m, n \in \mathbb{N}$ with $n>m$. Consider $A \in \mathbb{C}^{m \times m}, B \in \mathbb{C}^{(n-m) \times m}$, and $C \in \mathbb{C}^{(n-m) \times(n-m)}$. If $q \in \mathbb{N}$ then

$$
\left(\begin{array}{c|c|c}
A & 0_{m \times(n-m)}  \tag{3}\\
\hline B & C
\end{array}\right)^{q}=\left(\begin{array}{c|c}
A^{q} & 0_{m \times(n-m)} \\
\hline \sum_{k=0}^{q-1} C^{k} B A^{q-1-k} & C^{q}
\end{array}\right) .
$$

Proof. We proceed by induction on $q$. Since $C^{0} B A^{0}=I_{n-m} B I_{m}=B$, Equality (3) is true for $q=1$. If we now assume that Equality (3) is true for certain $q \in \mathbb{N}$, then

$$
\begin{aligned}
\left(\begin{array}{c|c|c}
A & 0_{m \times(n-m)} \\
\hline B & C
\end{array}\right)^{q+1} & =\left(\begin{array}{c|c}
A^{q} & 0_{m \times(n-m)} \\
\hline \sum_{k=0}^{q-1} C^{k} B A^{q-1-k} & C^{q}
\end{array}\right)\left(\begin{array}{ll|}
A & 0_{m \times(n-m)} \\
\hline B & C
\end{array}\right) \\
& =\left(\begin{array}{c|c}
A^{q+1} & 0_{m \times(n-m)} \\
\hline \sum_{k=0}^{q-1} C^{k} B A^{q-k}+C^{q} B & C^{q+1}
\end{array}\right) \\
& =\left(\begin{array}{c|c}
A^{q+1} & 0_{m \times(n-m)} \\
\sum_{k=0}^{q} C^{k} B A^{q-k} & C^{q+1}
\end{array}\right) .
\end{aligned}
$$

If $H$ is an $N \times N$ trigonometric polynomial of degree $p \in \mathbb{N}$ of the form

$$
\begin{equation*}
H(\omega)=I_{N}+\sum_{k=1}^{p} \mathrm{e}^{-k \omega \mathrm{i}} \mathrm{H}_{-k} \quad \forall \omega \in \mathbb{R} \tag{4}
\end{equation*}
$$

the matrix

$$
\Psi_{p}(H)=\left(\begin{array}{c|c}
-\mathrm{H}_{-1} \ldots-\mathrm{H}_{-(p-1)} & -\mathrm{H}_{-p} \\
\hline I_{(p-1) N} & 0_{(p-1) N \times N}
\end{array}\right)
$$

is called the companion matrix of $H$. We finish this section by presenting a result on the spectral radius of the companion matrix $\rho\left(\Psi_{p}(H)\right.$ ), which will be proved by using Theorem 4 and Lemma 5.

Theorem 6. If $H$ is as in Equality (4), then the following assertions are equivalent:

1. $\rho\left(\Psi_{p}(H)\right)<1$.
2. $\operatorname{det}\left(I_{N}+\sum_{k=1}^{p} z^{k} \mathrm{H}_{-k}\right) \neq 0$ when $|z| \leq 1$.
3. $H$ is invertible (that is, $\operatorname{det}(H(\omega)) \neq 0$ for all $\omega \in \mathbb{R})$ and $\left\{\left\|\left(\Psi_{n}(H)\right)^{n}\right\|_{2}\right\}$ is bounded with $\|\cdot\|_{2}$ being the spectral norm.
4. $\left\{\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\right\}$ is bounded.
5. $H$ is invertible and $\left\{\left\|\left(T_{n}(H)\right)^{-1}-T_{n}\left(H^{-1}\right)\right\|_{F}\right\}$ is bounded with $\|\cdot\|_{F}$ being the Frobenius norm.

Proof. From Equality (2) we obtain

$$
\begin{equation*}
\operatorname{det}\left(\tau I_{p N}-\Psi_{p}(H)\right)=\operatorname{det}\left(\tau^{p} I_{N}+\sum_{k=1}^{p} \tau^{p-k} \mathrm{H}_{-k}\right)=\left(\tau^{p}\right)^{N} \operatorname{det}\left(I_{N}+\sum_{k=1}^{p} \tau^{-k} \mathrm{H}_{-k}\right) \tag{5}
\end{equation*}
$$

for all $\tau \in \mathbb{C} \backslash\{0\}$.
$(1) \Leftrightarrow(2) \rho\left(\Psi_{p}(H)\right)<1$ is equivalent to $\operatorname{det}\left(\tau I_{p N}-\Psi_{p}(H)\right) \neq 0$ when $|\tau| \geq 1$. Hence, applying Equality (5), $\rho\left(\Psi_{p}(H)\right)<1$ if and only if $\operatorname{det}\left(I_{N}+\sum_{k=1}^{p} \tau^{-k} \mathrm{H}_{-k}\right) \neq 0$ when $|\tau| \geq 1$, or equivalently, $\operatorname{det}\left(I_{N}+\sum_{k=1}^{p} z^{k} \mathrm{H}_{-k}\right) \neq 0$ when $0<|z| \leq 1$.
$(1) \Rightarrow$ (3) The proof falls into three parts.
Part 1: $\exists n_{0} \in \mathbb{N}$ such that $\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}<\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n} \forall n \geq n_{0}$.

From [8, p. 299] we have

$$
\rho\left(\Psi_{p}(H)\right) \leq \sqrt[n]{\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}} \quad \forall n \in \mathbb{N}
$$

and

$$
\lim _{n \rightarrow \infty} \sqrt[n]{\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}}=\rho\left(\Psi_{p}(H)\right)
$$

Consequently, there exists $n_{0} \in \mathbb{N}$ such that

$$
\sqrt[n]{\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}}-\rho\left(\Psi_{p}(H)\right)=\left|\sqrt[n]{\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}}-\rho\left(\Psi_{p}(H)\right)\right|<\frac{1-\rho\left(\Psi_{p}(H)\right)}{2} \quad \forall n \geq n_{0}
$$

Therefore,

$$
0 \leq \sqrt[n]{\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}}<\frac{1+\rho\left(\Psi_{p}(H)\right)}{2} \quad \forall n \geq n_{0}
$$

Part 2: $\left\{\left\|\left(\Psi_{n}(H)\right)^{n}\right\|_{2}\right\}$ is bounded.
If $n>p+1$ then $\Psi_{n}(H)$ can be written as

$$
\Psi_{n}(H)=\left(\begin{array}{c|c|c}
\Psi_{p}(H) & 0_{p N \times(n-p) N} & \\
\hline 0_{N \times(p-1) N} \mid & I_{N} & 0_{N \times(n-p) N} \\
\hline 0_{(n-p-1) N \times p N} & I_{(n-p-1) N} & 0_{(n-p-1) N \times N}
\end{array}\right) .
$$

Thus, applying Lemma 5 yields

$$
\begin{aligned}
& \left\|\left(\Psi_{n}(H)\right)^{n}\right\|_{2} \leq\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}+\left\|\binom{0_{N \times(n-p) N}}{I_{(n-p-1) N} \quad 0_{(n-p-1) N \times N}}^{n}\right\|_{2} \\
& +\left\|\sum_{k=0}^{n-1}\left(\begin{array}{c}
0_{N \times(n-p) N} \\
I_{(n-p-1) N} \\
\mid \quad 0_{(n-p-1) N \times N}
\end{array}\right)^{k}\binom{0_{N \times(p-1) N} \mid}{ 0_{(n-p-1) N \times p N}}\left(\Psi_{p}(H)\right)^{n-1-k}\right\|_{2} \\
& \leq\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}+\left\|\left(I_{(n-p-1) N} \stackrel{0_{N \times(n-p) N}}{0_{(n-p-1) N \times N}}\right)\right\|_{2}^{n}
\end{aligned}
$$

$$
\begin{aligned}
& =\left\|\left(\Psi_{p}(H)\right)^{n}\right\|_{2}+1+\sum_{k=0}^{n-1}\left\|\left(\Psi_{p}(H)\right)^{n-1-k}\right\|_{2} \\
& =1+\sum_{k=0}^{n}\left\|\left(\Psi_{p}(H)\right)^{k}\right\|_{2} \\
& <1+\sum_{k=0}^{n_{0}-1}\left\|\left(\Psi_{p}(H)\right)^{k}\right\|_{2}+\sum_{k=n_{0}}^{n}\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{k} \\
& =1+\sum_{k=0}^{n_{0}-1}\left\|\left(\Psi_{p}(H)\right)^{k}\right\|_{2}+\frac{\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n_{0}}-\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n+1}}{1-\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}}
\end{aligned}
$$

for all $n>\max \left\{p+1, n_{0}\right\}$. Since

$$
\lim _{n \rightarrow \infty} 1+\sum_{k=0}^{n_{0}-1}\left\|\left(\Psi_{p}(H)\right)^{k}\right\|_{2}+\frac{\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n_{0}}-\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n+1}}{1-\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}}=1+\sum_{k=0}^{n_{0}-1}\left\|\left(\Psi_{p}(H)\right)^{k}\right\|_{2}+\frac{\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n_{0}}}{1-\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}}
$$

$\left\{1+\sum_{k=0}^{n_{0}-1}\left\|\left(\Psi_{p}(H)\right)^{k}\right\|_{2}+\frac{\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n_{0}}-\left(\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}\right)^{n+1}}{1-\frac{1+\rho\left(\Psi_{p}(H)\right)}{2}}\right\}$ is bounded, and hence, $\left\{\left\|\left(\Psi_{n}(H)\right)^{n}\right\|_{2}\right\}$ is bounded.
Part 3: $H$ is invertible.
As $\left|\mathrm{e}^{\omega \mathrm{i}}\right|=1$ for all $\omega \in \mathbb{R}$, $\mathrm{e}^{\omega \mathrm{i}}$ is not an eigenvalue of $\Psi_{p}(H)$ with $\omega \in \mathbb{R}$, and consequently, from Equality (5) we obtain

$$
0 \neq \operatorname{det}\left(\mathrm{e}^{\omega \mathrm{i}} I_{p N}-\Psi_{p}(H)\right)=\left(\left(\mathrm{e}^{\omega \mathrm{i}}\right)^{p}\right)^{N} \operatorname{det}\left(I_{N}+\sum_{k=1}^{p}\left(\mathrm{e}^{\omega \mathrm{i}}\right)^{-k} \mathrm{H}_{-k}\right)=\mathrm{e}^{p N \omega \mathrm{i}} \operatorname{det}(H(\omega))
$$

for all $\omega \in \mathbb{R}$.
(3) $\Rightarrow$ (4) Since $\left\{\operatorname{det}\left(T_{n}(H)\right)\right\}=\{1\}, T_{n}(H)$ is invertible for all $n \in \mathbb{N}$. As $H^{-1}: \mathbb{R} \rightarrow \mathbb{C}^{N \times N}$, which is defined as $H^{-1}(\omega)=$ $(H(\omega))^{-1}$ for all $\omega \in \mathbb{R}$, is continuous and $2 \pi$-periodic, applying [3, Lemma 5.2], [3, Lemma 5.4], and Equality (1) yields

$$
\begin{aligned}
\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2} & \leq\left\|\left(T_{n}(H)\right)^{-1}-C_{n}\left(H^{-1}\right)\right\|_{2}+\left\|C_{n}\left(H^{-1}\right)\right\|_{2} \\
& \leq\left\|\left(T_{n}(H)\right)^{-1}\left(C_{n}\left(H^{-1}\right)\right)^{-1}-I_{n N}\right\|_{2}\left\|C_{n}\left(H^{-1}\right)\right\|_{2}+\left\|C_{n}\left(H^{-1}\right)\right\|_{2} \\
& =\left\|C_{n}\left(H^{-1}\right)\right\|_{2}\left(1+\left\|\left(T_{n}(H)\right)^{-1} C_{n}(H)-I_{n N}\right\|_{2}\right) \\
& \leq \sigma_{1}\left(H^{-1}\right)\left(1+\left\|\left(T_{n}(H)\right)^{-1} C_{n}(H)-I_{n N}\right\|_{2}\right) \\
& =\sigma_{1}\left(H^{-1}\right)\left(1+\left\|\left(T_{n}(H)\right)^{-1}\left(C_{n}(H)-T_{n}(H)\right)\right\|_{2}\right) \\
& =\sigma_{1}\left(H^{-1}\right)\left(1+\left\|\left(T_{n}(H)\right)^{-1}\left(-B_{n}(H)\right)\right\|_{2}\right) \\
& =\sigma_{1}\left(H^{-1}\right)\left(1+\left\|\left(T_{n}(H)\right)^{-1} B_{n}(H)\right\|_{2}\right) \\
& =\sigma_{1}\left(H^{-1}\right)\left(1+\left\|\left(\Psi_{n}(H)\right)^{n}\right\|_{2}\right) \quad \forall n>2 p
\end{aligned}
$$

with $\sigma_{1}\left(H^{-1}\right)=\sup _{\omega \in[0,2 \pi]}\left\|(H(\omega))^{-1}\right\|_{2}<\infty$ and

$$
C_{n}(G)=\left(V_{n} \otimes I_{N}\right)\left(\delta_{j, k} G\left(\frac{2 \pi(k-1)}{n}\right)\right)_{j, k=1}^{n}\left(V_{n} \otimes I_{N}\right)^{*}
$$

for any continuous $2 \pi$-periodic function $G: \mathbb{R} \rightarrow \mathbb{C}^{N \times N}$, where $V_{n}$ is the $n \times n$ Fourier unitary matrix:

$$
\begin{equation*}
V_{n}=\left(\frac{1}{\sqrt{n}} \mathrm{e}^{-\frac{2 \pi(j-1)(k-1)}{n} \mathrm{i}}\right)_{j, k=1}^{n} \tag{6}
\end{equation*}
$$

$(4) \Rightarrow(1)$ The proof falls into three parts.
Part 1: $\rho\left(\Psi_{p}(H)\right) \leq 1$.
If $n \geq p$, from Equality (2) we have

$$
\begin{aligned}
\operatorname{det}\left(\tau I_{n N}-\Psi_{n}(H)\right) & =\operatorname{det}\left(\tau^{n} I_{N}+\sum_{k=1}^{n} \tau^{n-k} \mathrm{H}_{-k}\right)=\operatorname{det}\left(\tau^{n} I_{N}+\sum_{k=1}^{p} \tau^{n-k} \mathrm{H}_{-k}\right) \\
& =\left(\tau^{n-p}\right)^{N} \operatorname{det}\left(\tau^{p} I_{N}+\sum_{k=1}^{p} \tau^{p-k} \mathrm{H}_{-k}\right)=\left(\tau^{n-p}\right)^{N} \operatorname{det}\left(\tau I_{p N}-\Psi_{p}(H)\right) \quad \forall \tau \in \mathbb{C},
\end{aligned}
$$

and therefore, $\rho\left(\Psi_{n}(H)\right)=\rho\left(\Psi_{p}(H)\right)$. Thus, applying Equality (1) yields

$$
\begin{aligned}
\left(\rho\left(\Psi_{p}(H)\right)\right)^{n} & =\left(\rho\left(\Psi_{n}(H)\right)\right)^{n} \leq\left\|\left(\Psi_{n}(H)\right)^{n}\right\|_{2}=\left\|\left(T_{n}(H)\right)^{-1} B_{n}(H)\right\|_{2} \\
& \leq\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left\|B_{n}(H)\right\|_{2}=\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left\|B_{p}(H)\right\|_{2} \quad \forall n \geq p
\end{aligned}
$$

Since $\left\{\left(\rho\left(\Psi_{p}(H)\right)\right)^{n}\right\}$ is bounded, $\rho\left(\Psi_{p}(H)\right) \leq 1$.
Part 2: If $\rho\left(\Psi_{p}(H)\right)=1$ then $\exists \omega_{0} \in \mathbb{R}$ such that $\operatorname{det}\left(H\left(\omega_{0}\right)\right)=0$.
If $\rho\left(\Psi_{p}(H)\right)=1$ then there exists $\omega_{0} \in[0,2 \pi)$ such that $\mathrm{e}^{\omega_{0} \mathrm{i}}$ is an eigenvalue of $\Psi_{p}(H)$. Hence, from Equality (5) we obtain

$$
0=\operatorname{det}\left(\mathrm{e}^{\omega_{0} \mathrm{i}} I_{p N}-\Psi_{p}(H)\right)=\left(\left(\mathrm{e}^{\omega_{0} \mathrm{i}}\right)^{p}\right)^{N} \operatorname{det}\left(I_{N}+\sum_{k=1}^{p}\left(\mathrm{e}^{\omega_{0} \mathrm{i}}\right)^{-k} \mathrm{H}_{-k}\right)=\mathrm{e}^{p N \omega_{0} \mathrm{i}} \operatorname{det}\left(H\left(\omega_{0}\right)\right)
$$

As $\mathrm{e}^{p N \omega_{0} \mathrm{i}} \neq 0, \operatorname{det}\left(H\left(\omega_{0}\right)\right)=0$.

## Part 3: $H$ is invertible.

From [3, Lemma 4.5], for each $n \in \mathbb{N}$ there is a matrix $A_{n} \in \mathbb{C}^{n N \times p N}$ such that

$$
T_{n}\left(H H^{*}\right)=\left(T_{n}(H) \mid A_{n}\right)\left(T_{n}(H) \mid A_{n}\right)^{*}=T_{n}(H)\left(T_{n}(H)\right)^{*}+A_{n} A_{n}^{*}
$$

where $H^{*}: \mathbb{R} \rightarrow \mathbb{C}^{N \times N}$ is the continuous $2 \pi$-periodic function defined as $H^{*}(\omega)=(H(\omega))^{*}$ for all $\omega \in \mathbb{R}$. Since $H(\omega)(H(\omega))^{*}$ is positive semidefinite for all $\omega \in \mathbb{R}$, applying [9, Proposition 3] we have that $T_{n}\left(H H^{*}\right)$ is positive semidefinite for all $n \in \mathbb{N}$ and

$$
\inf _{n \in \mathbb{N}} \lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right)=\min _{\omega \in[0,2 \pi]} \lambda_{N}\left(H(\omega)(H(\omega))^{*}\right)
$$

For each $n \in \mathbb{N}$ there is an eigenvector $u_{n}$ of $T_{n}\left(H H^{*}\right)$ associated with $\lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right)$ satisfying that $\left\|u_{n}\right\|_{F}=1$. Therefore,

$$
\begin{aligned}
\lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right) & =\lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right)\left\|u_{n}\right\|_{F}^{2}=\lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right) u_{n}^{*} u_{n}=u_{n}^{*}\left(\lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right) u_{n}\right)=u_{n}^{*} T_{n}\left(H H^{*}\right) u_{n} \\
& =u_{n}^{*} T_{n}(H)\left(T_{n}(H)\right)^{*} u_{n}+u_{n}^{*} A_{n} A_{n}^{*} u_{n}=\left\|\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}^{2}+\left\|A_{n}^{*} u_{n}\right\|_{F}^{2} \geq\left\|\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}^{2} \\
& =\left(\frac{\left\|\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}}{\left\|u_{n}\right\|_{F}}\right)^{2}=\left(\frac{\left\|\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}}{\left\|\left(\left(T_{n}(H)\right)^{*}\right)^{-1}\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}}\right)^{2}=\left(\frac{1}{\frac{\left\|\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}}{\left\|\left(T_{n}(H)\right)^{*} u_{n}\right\|_{F}}}\right)^{2}
\end{aligned}
$$

$$
\geq\left(\frac{1}{\left\|\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\right\|_{2}}\right)^{2}=\frac{1}{\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}^{2}} \geq \frac{1}{\left(\sup _{m \in \mathbb{N}}\left\|\left(T_{m}(H)\right)^{-1}\right\|_{2}\right)^{2}} \quad \forall n \in \mathbb{N}
$$

and thus,

$$
\min _{\omega \in \mathbb{R}} \lambda_{N}\left(H(\omega)(H(\omega))^{*}\right)=\min _{\omega \in[0,2 \pi]} \lambda_{N}\left(H(\omega)(H(\omega))^{*}\right)=\inf _{n \in \mathbb{N}} \lambda_{n N}\left(T_{n}\left(H H^{*}\right)\right) \geq \frac{1}{\left(\sup _{m \in \mathbb{N}}\left\|\left(T_{m}(H)\right)^{-1}\right\|_{2}\right)^{2}}
$$

Hence,

$$
\begin{aligned}
\operatorname{det}(H(\omega)) \operatorname{det}\left((H(\omega))^{*}\right) & =\operatorname{det}\left(H(\omega)(H(\omega))^{*}\right)=\prod_{k=1}^{N} \lambda_{k}\left(H(\omega)(H(\omega))^{*}\right) \\
& \geq\left(\lambda_{N}\left(H(\omega)(H(\omega))^{*}\right)\right)^{N} \geq \frac{1}{\left(\sup _{m \in \mathbb{N}}\left\|\left(T_{m}(H)\right)^{-1}\right\|_{2}\right)^{2 N}}>0 \quad \forall \omega \in \mathbb{R}
\end{aligned}
$$

$(4) \Rightarrow(5)$ It is a direct consequence of [10, Lemma 3].
$(5) \Rightarrow(4)$ From [3, Theorem 4.3] or [11, Theorem 4.1] we conclude that

$$
\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2} \leq\left\|\left(T_{n}(H)\right)^{-1}-T_{n}\left(H^{-1}\right)\right\|_{2}+\left\|T_{n}\left(H^{-1}\right)\right\|_{2} \leq\left\|\left(T_{n}(H)\right)^{-1}-T_{n}\left(H^{-1}\right)\right\|_{F}+\sigma_{1}\left(H^{-1}\right)
$$

for all $n \in \mathbb{N}$.

## 3. A sufficient condition for stochastic vector processes to be AWSS and to have an asymptotically stationary correlation structure

We first extend to vector processes the concept of asymptotically stationary correlation structure given by Berger in [4, p. 223].

Definition 7. A constant mean stochastic vector process $\left\{y_{n}\right\}$ has an asymptotically stationary correlation structure if $\left\{E\left(y_{n} y_{n+k}^{*}\right)\right\}$ is convergent for all $k \in \mathbb{Z}$, where $E$ stands for expectation and $*$ denotes conjugate transpose.

We can now give a sufficient condition for stochastic vector processes to be AWSS and to have an asymptotically stationary correlation structure.
Theorem 8. Consider a continuous $2 \pi$-periodic function $Y: \mathbb{R} \rightarrow \mathbb{C}^{N \times N}$ and a constant mean stochastic $N$-dimensional process $\left\{y_{n}\right\}$. Suppose that $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}\right\}$ is bounded with

$$
y_{n: 1}=\left(\begin{array}{c}
y_{n} \\
y_{n-1} \\
y_{n-2} \\
\vdots \\
y_{1}
\end{array}\right) \quad \forall n \in \mathbb{N}
$$

Then

1. $\left\{y_{n}\right\}$ is AWSS with (asymptotic) power spectral density (PSD) Y, i.e., $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2}\right\}$ and $\left\{\left\|T_{n}(Y)\right\|_{2}\right\}$ are bounded, and

$$
\lim _{n \rightarrow \infty} \frac{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}}{\sqrt{n}}=0
$$

2. $\left\{y_{n}\right\}$ has an asymptotically stationary correlation structure. In fact,

$$
\lim _{n \rightarrow \infty} E\left(y_{n} y_{n+k}^{*}\right)=\mathrm{Y}_{k} \quad \forall k \in \mathbb{Z}
$$

where $\left\{\mathrm{Y}_{k}\right\}_{k \in \mathbb{Z}}$ is the sequence of Fourier coefficients of $Y$.
Proof. (1) As $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}\right\}$ is bounded,

$$
\lim _{n \rightarrow \infty} \frac{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}}{\sqrt{n}}=0
$$

From [3, Theorem 4.3] or [11, Theorem 4.1], $\left\{\left\|T_{n}(Y)\right\|_{2}\right\}$ is bounded. Thus, since

$$
\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2} \leq\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{2}+\left\|T_{n}(Y)\right\|_{2} \leq\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}+\left\|T_{n}(Y)\right\|_{2}
$$

for all $n \in \mathbb{N},\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2}\right\}$ is also bounded.
(2) We first consider the case in which $k \geq 0$. If $n>k$ then

$$
\begin{aligned}
\sum_{h=k+1}^{n}\left\|E\left(y_{h-k} y_{h}^{*}\right)-Y_{k}\right\|_{F}^{2} & =\sum_{h=k+1}^{n}\left\|\left[E\left(y_{n: 1} y_{n: 1}^{*}\right)\right]_{k+n-h+1, n-h+1}-\left[T_{n}(Y)\right]_{k+n-h+1, n-h+1}\right\|_{F}^{2} \\
& =\sum_{h=k+1}^{n}\left\|\left[E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right]_{k+n-h+1, n-h+1}\right\|_{F}^{2} \\
& \leq\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}^{2} .
\end{aligned}
$$

Consequently, $\left\{\sum_{h=k+1}^{n}\left\|E\left(y_{h-k} y_{h}^{*}\right)-Y_{k}\right\|_{F}^{2}\right\}_{n>k}$ is bounded. As $\left\{\sum_{h=k+1}^{n}\left\|E\left(y_{h-k} y_{h}^{*}\right)-Y_{k}\right\|_{F}^{2}\right\}_{n>k}$ is bounded and monotonically increasing, it is convergent. Therefore,

$$
\lim _{h \rightarrow \infty}\left\|E\left(y_{h-k} y_{h}^{*}\right)-Y_{k}\right\|_{F}^{2}=0
$$

or equivalently,

$$
\lim _{h \rightarrow \infty}\left\|E\left(y_{h-k} y_{h}^{*}\right)-Y_{k}\right\|_{F}=0
$$

Hence,

$$
\lim _{n \rightarrow \infty} E\left(y_{n} y_{n+k}^{*}\right)=\lim _{h \rightarrow \infty} E\left(y_{h-k} y_{h}^{*}\right)=Y_{k}
$$

We now consider the case in which $k<0$. From [9, Proposition 2], $Y(\omega)$ is Hermitian for all $\omega \in \mathbb{R}$. Thus,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} E\left(y_{n} y_{n+k}^{*}\right) & =\lim _{n \rightarrow \infty}\left(E\left(y_{n+k} y_{n}^{*}\right)\right)^{*}=\left(\lim _{n \rightarrow \infty} E\left(y_{n+k} y_{n}^{*}\right)\right)^{*}=\left(\lim _{h \rightarrow \infty} E\left(y_{h} y_{h+(-k)}^{*}\right)\right)^{*}=\mathrm{Y}_{-k}^{*} \\
& =\left(\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{k \omega \mathrm{i}} Y(\omega) d \omega\right)^{*}=\frac{1}{2 \pi} \int_{0}^{2 \pi}\left(\mathrm{e}^{k \omega \mathrm{i}} Y(\omega)\right)^{*} d \omega=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-k \omega \mathrm{i}} Y(\omega) d \omega=\mathrm{Y}_{k}
\end{aligned}
$$

In Section 4 we show that the boundedness of $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\|_{F}\right\}$ is a necessary and sufficient condition for an AR vector process $\left\{y_{n}\right\}$ to be AWSS with PSD Y. It should be mentioned that a necessary condition for a stochastic vector process $\left\{y_{n}\right\}$ to be AWSS with PSD $Y$ is that $\left\{E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}(Y)\right\}$ be zero-distributed (see [12, Theorem 2.16]), but we will not use this necessary condition in the present paper.

## 4. Necessary and sufficient conditions for AR vector processes to be stationary

The following lemma shows that the correlation matrices of an AR vector process can be written in terms of block Toeplitz matrices.
Lemma 9. Let $\left\{\mathrm{H}_{k}\right\}_{k \in \mathbb{Z}}$ be as in Theorem 1. Suppose that $\left\{w_{n}\right\}$ is a zero-mean $N$-dimensional process with $\left\{E\left(w_{n: 1} w_{n: 1}^{*}\right)\right\}=$ $\left\{T_{n}(\Lambda)\right\}$, where $\Lambda$ is an $N \times N$ positive definite matrix. Let $\left\{y_{n}\right\}$ be the zero-mean $A R N$-dimensional process given by

$$
\begin{equation*}
y_{n}=w_{n}-\sum_{k=1}^{n-1} \mathrm{H}_{-k} y_{n-k} \quad \forall n \in \mathbb{N} . \tag{7}
\end{equation*}
$$

Then

1. $\left\{E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\}=\left\{\left(T_{n}(H)\right)^{-1} T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\right\}$.
2. $\inf _{n \in \mathbb{N}} \lambda_{n N}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)>0$ with $\lambda_{n N}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)$ being the smallest eigenvalue of $E\left(y_{n: 1} y_{n: 1}^{*}\right)$ for all $n \in \mathbb{N}$.

Proof. (1) Equality (7) can be rewritten as

$$
I_{N} y_{n}+\sum_{k=1}^{n-1} \mathrm{H}_{-k} y_{n-k}=w_{n} \quad \forall n \in \mathbb{N}
$$

Consequently,

$$
T_{n}(H) y_{n: 1}=w_{n: 1} \quad \forall n \in \mathbb{N}
$$

and therefore,

$$
T_{n}(H) y_{n: 1} y_{n: 1}^{*}\left(T_{n}(H)\right)^{*}=T_{n}(H) y_{n: 1}\left(T_{n}(H) y_{n: 1}\right)^{*}=w_{n: 1} w_{n: 1}^{*} \quad \forall n \in \mathbb{N}
$$

Hence,

$$
\left\{T_{n}(H) E\left(y_{n: 1} y_{n: 1}^{*}\right)\left(T_{n}(H)\right)^{*}\right\}=\left\{E\left(w_{n: 1} w_{n: 1}^{*}\right)\right\}=\left\{T_{n}(\Lambda)\right\} .
$$

As $\left\{\operatorname{det}\left(T_{n}(H)\right)\right\}=\{1\}, T_{n}(H)$ is invertible for all $n \in \mathbb{N}$, and thus,

$$
\left\{E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\}=\left\{\left(T_{n}(H)\right)^{-1} T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{*}\right)^{-1}\right\}=\left\{\left(T_{n}(H)\right)^{-1} T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\right\}
$$

(2) Applying [3, Theorem 4.3] or [11, Theorem 4.1] yields

$$
\begin{aligned}
\lambda_{n N}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right) & =\frac{1}{\lambda_{1}\left(\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)^{-1}\right)}=\frac{1}{\left\|\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)^{-1}\right\|_{2}}=\frac{1}{\left\|\left(T_{n}(H)\right)^{*}\left(T_{n}(\Lambda)\right)^{-1} T_{n}(H)\right\|_{2}} \\
& \geq \frac{1}{\left\|\left(T_{n}(H)\right)^{*}\right\|_{2}\left\|\left(T_{n}(\Lambda)\right)^{-1}\right\|_{2}\left\|T_{n}(H)\right\|_{2}}=\frac{\lambda_{n N}\left(T_{n}(\Lambda)\right)}{\left\|T_{n}(H)\right\|_{2}^{2}}=\frac{\lambda_{N}(\Lambda)}{\left\|T_{n}(H)\right\|_{2}^{2}} \geq \frac{\lambda_{N}(\Lambda)}{\left(\sigma_{1}(H)\right)^{2}}>0
\end{aligned}
$$

for all $n \in \mathbb{N}$, where $\sigma_{1}(H)=\sup _{\omega \in[0,2 \pi]}\|H(\omega)\|_{2}<\infty$.
If $H$ is a trigonometric polynomial of degree $p$, then $\left\{y_{n}\right\}$ is called an $\operatorname{AR}$ vector process of (finite) order $p$ or an $\operatorname{AR}(p)$ vector process. In the literature an $\operatorname{AR}(p)$ vector process is said to be "stationary" if $\rho\left(\Psi_{p}(H)\right)<1$, or equivalently, if $\operatorname{det}\left(I_{N}+\sum_{k=1}^{p} z^{k} \mathrm{H}_{-k}\right) \neq 0$ when $|z| \leq 1$ (see, e.g., [1, Section 2.2.1])). We now show that a necessary and sufficient condition for an $\operatorname{AR}(p)$ vector process to be "stationary" is to be AWSS.
Theorem 10. Let $\left\{y_{n}\right\}$ be as in Lemma 9. Suppose that $H$ is as in Equality (4). Then the following assertions are equivalent:

1. $\rho\left(\Psi_{p}(H)\right)<1$.
2. $\operatorname{det}\left(I_{N}+\sum_{k=1}^{p} z^{k} \mathrm{H}_{-k}\right) \neq 0$ when $|z| \leq 1$.
3. $\left\{\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\right\}$ is bounded.
4. $H$ is invertible and $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right\}$ is bounded.
5. $H$ is invertible and $\left\{y_{n}\right\}$ is AWSS with PSD $H^{-1} \Lambda\left(H^{-1}\right)^{*}$.
6. $\left\{y_{n}\right\}$ is AWSS.
7. $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2}\right\}$ is bounded (that is, $\left.\sup _{n \in \mathbb{N}} \lambda_{1}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)<\infty\right)$.

Proof. From Theorem 6 the three first assertions are equivalent.
$(3) \Rightarrow(4)$ By Theorem 6, $H$ is invertible. Applying Lemma 9 and [3, Lemma 4.2] yields

$$
\begin{aligned}
&\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F} \\
&=\left\|\left(T_{n}(H)\right)^{-1} T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}-T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F} \\
& \leq\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left\|T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}-T_{n}(H) T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F} \\
& \leq\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left(\left\|T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}-T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}+\left\|T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right)-T_{n}(H) T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right) \\
& \leq\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left(\left\|\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\right\|_{2}\left\|T_{n}(\Lambda)-T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right)\left(T_{n}(H)\right)^{*}\right\|_{F}\right. \\
&\left.\quad+\left\|T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right)-T_{n}(H) T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right) \\
&=\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left(\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left\|T_{n}(\Lambda)-T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right) T_{n}\left(H^{*}\right)\right\|_{F}\right. \\
&\left.\quad+\left\|T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right)-T_{n}(H) T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right) \\
&=\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left(\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2}\left\|T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right) T_{n}\left(H^{*}\right)-T_{n}\left(\Lambda\left(H^{-1}\right)^{*} H^{*}\right)\right\|_{F}\right. \\
&\left.\quad+\left\|T_{n}(H) T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)-T_{n}\left(H H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right)
\end{aligned}
$$

for all $n \in \mathbb{N}$. As $H$ and $H^{*}$ are trigonometric polynomials, from [10, Lemma 2] we obtain that $\left\{\| T_{n}\left(\Lambda\left(H^{-1}\right)^{*}\right) T_{n}\left(H^{*}\right)-\right.$ $\left.T_{n}\left(\Lambda\left(H^{-1}\right)^{*} H^{*}\right) \|_{F}\right\}$ and $\left\{\left\|T_{n}(H) T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)-T_{n}\left(H H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right\}$ are bounded, and consequently, $\left\{\| E\left(y_{n: 1} y_{n: 1}^{*}\right)-\right.$ $\left.T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right) \|_{F}\right\}$ is bounded.
$(4) \Rightarrow(5)$ It is direct from Theorem 8.
$(5) \Rightarrow(6)$ It is obvious.
$(6) \Rightarrow(7)$ It is direct from [3, Definition 7.1].
(7) $\Rightarrow$ (3) Let $\Lambda=U\left(\delta_{j, k} \lambda_{k}(\Lambda)\right)_{j, k=1}^{N} U^{-1}$ be an eigenvalue decomposition of the positive definite matrix $\Lambda$, where $U$ is unitary. Therefore, $\sqrt{\Lambda}=U\left(\delta_{j, k} \sqrt{\lambda_{k}(\Lambda)}\right)_{j, k=1}^{N} U^{-1}$ is also positive definite, and hence,

$$
\begin{aligned}
\left\|\left(T_{n}(H)\right)^{-1}\right\|_{2} & =\left\|\left(T_{n}(H)\right)^{-1} T_{n}\left(\sqrt{\Lambda}(\sqrt{\Lambda})^{-1}\right)\right\|_{2} \\
& =\left\|\left(T_{n}(H)\right)^{-1} T_{n}(\sqrt{\Lambda}) T_{n}\left((\sqrt{\Lambda})^{-1}\right)\right\|_{2} \\
& \leq\left\|\left(T_{n}(H)\right)^{-1} T_{n}(\sqrt{\Lambda})\right\|_{2}\left\|T_{n}\left((\sqrt{\Lambda})^{-1}\right)\right\|_{2} \\
& =\sqrt{\lambda_{1}\left(\left(T_{n}(H)\right)^{-1} T_{n}(\sqrt{\Lambda}) T_{n}\left((\sqrt{\Lambda})^{*}\right)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\right) \lambda_{1}\left(T_{n}\left((\sqrt{\Lambda})^{-1}\right) T_{n}\left(\left((\sqrt{\Lambda})^{-1}\right)^{*}\right)\right)} \\
& =\sqrt{\lambda_{1}\left(\left(T_{n}(H)\right)^{-1} T_{n}(\Lambda)\left(\left(T_{n}(H)\right)^{-1}\right)^{*}\right) \lambda_{1}\left(T_{n}\left((\sqrt{\Lambda})^{-1}\left((\sqrt{\Lambda})^{*}\right)^{-1}\right)\right)}
\end{aligned}
$$

$$
\begin{aligned}
& =\sqrt{\lambda_{1}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right) \lambda_{1}\left(T_{n}\left(\Lambda^{-1}\right)\right)} \\
& =\sqrt{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2} \lambda_{1}\left(\left(T_{n}(\Lambda)\right)^{-1}\right)} \\
& =\sqrt{\frac{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2}}{\lambda_{n N}\left(T_{n}(\Lambda)\right)}} \\
& =\sqrt{\frac{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)\right\|_{2}}{\lambda_{N}(\Lambda)}} \quad \forall n \in \mathbb{N} .
\end{aligned}
$$

Theorem 10 shows in which sense the correlation matrices of an $\operatorname{AR}(p)$ "stationary" vector process approach the correlation matrices of a WSS vector process. Specifically, Theorem 10 shows that a necessary and sufficient condition for an $\operatorname{AR}(p)$ vector process $\left\{y_{n}\right\}$ to be "stationary" is the boundedness of $\left\{\left\|E\left(y_{n: 1} y_{n: 1}^{*}\right)-T_{n}\left(H^{-1} \Lambda\left(H^{-1}\right)^{*}\right)\right\|_{F}\right\}$.

We finish this section by showing that a necessary condition for an $\operatorname{AR}(p)$ vector process to be "stationary" is to have an asymptotically stationary correlation structure.

Theorem 11. Let $\left\{y_{n}\right\}$ and $H$ be as in Theorem 10. If $\rho\left(\Psi_{p}(H)\right)<1$ then $\left\{y_{n}\right\}$ has an asymptotically stationary correlation structure. In fact,

$$
\lim _{n \rightarrow \infty} E\left(y_{n} y_{n+k}^{*}\right)=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{e}^{-k \omega \mathrm{i}}(H(\omega))^{-1} \Lambda\left((H(\omega))^{-1}\right)^{*} d \omega \quad \forall k \in \mathbb{Z}
$$

Proof. It is a direct consequence of Theorems 8 and 10.
Theorem 11 was given by Berger in [4, Eq. (6.3.10)] for real $\operatorname{AR}(1)$ scalar processes.

## 5. Applications

Theorem 10 finds application in practical situations involving computations with large correlation matrices of $\operatorname{AR}(p)$ "stationary" vector processes. As examples of such practical applications in this section we obtain a novel result in information theory and another one in statistical signal processing.

### 5.1. An application in information theory

Kolmogorov computed the differential entropy rate of real Gaussian WSS scalar processes (see, e.g., [13, Section 12.5]). We here compute the differential entropy rate of any proper ${ }^{1}$ (complex) Gaussian $\operatorname{AR}(p)$ "stationary" vector process $\left\{y_{n}\right\}$, i.e., we compute $\lim _{n \rightarrow \infty} \frac{1}{n} h\left(y_{n: 1}\right)$, where $h\left(y_{n: 1}\right)$ denotes the differential entropy of $y_{n: 1}$ for all $n \in \mathbb{N}$.

Theorem 12. Let $\left\{y_{n}\right\}$ and $H$ be as in Theorem 10. Suppose that $\left\{y_{n}\right\}$ is proper and Gaussian. If $\rho\left(\Psi_{p}(H)\right)<1$ then

$$
\lim _{n \rightarrow \infty} \frac{1}{n} h\left(y_{n: 1}\right)=N \log _{2}(\pi \mathrm{e})+\log _{2} \operatorname{det}(\Lambda)-\frac{1}{\pi} \int_{0}^{2 \pi} \log _{2}|\operatorname{det}(H(\omega))| d \omega
$$

Proof. By Theorem 10, H is invertible and $\left\{y_{n}\right\}$ is AWSS with PSD $H^{-1} \Lambda\left(H^{-1}\right)^{*}$. Thus, applying Lemma 9 and [9, Proposition 2] yields

$$
\begin{aligned}
0<\inf _{n \in \mathbb{N}} \lambda_{n N}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right) & \leq \min _{\omega \in[0,2 \pi]} \lambda_{N}\left((H(\omega))^{-1} \Lambda\left((H(\omega))^{-1}\right)^{*}\right) \\
& \leq \max _{\omega \in[0,2 \pi]} \lambda_{1}\left((H(\omega))^{-1} \Lambda\left((H(\omega))^{-1}\right)^{*}\right) \leq \sup _{n \in \mathbb{N}} \lambda_{1}\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)<\infty
\end{aligned}
$$

Consequently, from [3, Section 7.2] we obtain

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{1}{n} h\left(y_{n: 1}\right) & =N \log _{2}(\pi \mathrm{e})+\frac{1}{2 \pi} \int_{0}^{2 \pi} \log _{2} \operatorname{det}\left((H(\omega))^{-1} \Lambda\left((H(\omega))^{-1}\right)^{*}\right) d \omega \\
& =N \log _{2}(\pi \mathrm{e})+\frac{1}{2 \pi} \int_{0}^{2 \pi} \log _{2}\left(\operatorname{det}\left((H(\omega))^{-1}\right) \operatorname{det}(\Lambda) \operatorname{det}\left(\left((H(\omega))^{-1}\right)^{*}\right)\right) d \omega \\
& =N \log _{2}(\pi \mathrm{e})+\frac{1}{2 \pi} \int_{0}^{2 \pi} \log _{2}\left(\operatorname{det}\left((H(\omega))^{-1}\right) \operatorname{det}(\Lambda) \overline{\operatorname{det}\left((H(\omega))^{-1}\right)}\right) d \omega \\
& =N \log _{2}(\pi \mathrm{e})+\log _{2} \operatorname{det}(\Lambda)+\frac{1}{2 \pi} \int_{0}^{2 \pi} \log _{2}\left(\left|\operatorname{det}\left((H(\omega))^{-1}\right)\right|^{2}\right) d \omega
\end{aligned}
$$
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Fig. 1. Relation between the concepts of "stationary", AWSS, and asymptotically stationary correlation structure for $\operatorname{AR}(p)$ vector processes.

$$
\begin{aligned}
& =N \log _{2}(\pi \mathrm{e})+\log _{2} \operatorname{det}(\Lambda)+\frac{1}{\pi} \int_{0}^{2 \pi} \log _{2}\left|\frac{1}{\operatorname{det}(H(\omega))}\right| d \omega \\
& =N \log _{2}(\pi \mathrm{e})+\log _{2} \operatorname{det}(\Lambda)+\frac{1}{\pi} \int_{0}^{2 \pi} \log _{2} \frac{1}{|\operatorname{det}(H(\omega))|} d \omega .
\end{aligned}
$$

### 5.2. An application in statistical signal processing

We now extend to $\operatorname{AR}(p)$ "stationary" vector processes the Pisarenko spectral estimation method given in [5, Theorem 2] for WSS scalar processes.

Theorem 13. Let $\left\{y_{n}\right\}$ and $H$ be as in Theorem 10. Consider a continuous strictly monotonic function $g:(0, \infty) \rightarrow \mathbb{R}$. If $\rho\left(\Psi_{p}(H)\right)<1$ then

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{2 \pi} \int_{0}^{2 \pi}\left\|\widehat{P}_{E\left(y_{n: 1} y_{n: 1}^{*}\right), g}(\omega)-(H(\omega))^{-1} \Lambda\left((H(\omega))^{-1}\right)^{*}\right\|_{F}^{2} d \omega=0 \tag{8}
\end{equation*}
$$

with $\widehat{P}_{E\left(y_{n: 1} y_{n: 1}^{*}\right), g}: \mathbb{R} \rightarrow \mathbb{C}^{N \times N}$ being the $2 \pi$-periodic step function defined as

$$
\widehat{P}_{E\left(y_{n: 1} y_{n: 1}^{*}\right), g}(\omega)=\sum_{k=1}^{n} \chi_{\left[\frac{2 \pi(k-1)}{n}, \frac{2 \pi k}{n}\right]}(\omega) g^{-1}\left(\left[\left(V_{n} \otimes I_{N}\right)^{*} g\left(E\left(y_{n: 1} y_{n: 1}^{*}\right)\right)\left(V_{n} \otimes I_{N}\right)\right]_{k, k}\right), \quad \omega \in[0,2 \pi), \quad n \in \mathbb{N},
$$

where $\chi$ denotes characteristic function and $V_{n}$ is the $n \times n$ Fourier unitary matrix given in Equality (6).
Proof. By Theorem 10, H is invertible and $\left\{y_{n}\right\}$ is AWSS with PSD $H^{-1} \Lambda\left(H^{-1}\right)^{*}$. Therefore, applying Lemma 9 and [9, Theorem 5] yields Equality (8).

Observe that for each function $g$ Theorem 13 provides a spectral estimation method, i.e., Theorem 13 provides a sequence
 $\left\{y_{n}\right\}$. In particular, by taking $g(x)=x$ and $g(x)=\frac{1}{x}$ in Theorem 13 , we have extended to $\operatorname{AR}(p)$ "stationary" vector processes the (averaged) periodogram method and the Capon spectral estimation method, respectively.

## 6. Conclusions

In the literature three different definitions have been presented to describe when $\operatorname{AR}(p)$ vector processes behave similarly to WSS vector processes. In this paper we have found the relation between these three concepts for $\operatorname{AR}(p)$ vector processes. This relation, which had not been established until now, is shown in Fig. 1.
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## Appendix A

Proof of Theorem 1. It falls into seven parts.
Part 1: $\left[\left(\Phi_{n}(H)\right)^{n}\right]_{1, k}=\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k} \in \mathbb{C}^{N \times N} \forall k \in\{1, \ldots, n\}$.
As $\left[K_{n}(H)\right]_{n, k}=\left[I_{n N}\right]_{1, k}$ for all $k \in\{1, \ldots, n\}$, we have

$$
\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}=\sum_{h=1}^{n}\left[K_{n}(H)\right]_{n, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k}=\sum_{h=1}^{n}\left[I_{n N}\right]_{1, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k}=\left[\left(\Phi_{n}(H)\right)^{n}\right]_{1, k}
$$

for all $k \in\{1, \ldots, n\}$.
Part 2: $\left[\left(\Phi_{n}(H)\right)^{n}\right]_{j, k}=\left[\left(\Phi_{n}(H)\right)^{n+1}\right]_{j-1, k} \in \mathbb{C}^{N \times N}$ for all $j \in\{2, \ldots, n\}$ and $k \in\{1, \ldots, n\}$.
Since

$$
\begin{equation*}
\left[\Phi_{n}(H)\right]_{j, k}=\left[I_{n N}\right]_{j+1, k}, \quad j \in\{1, \ldots, n-1\}, \quad k \in\{1, \ldots, n\} \tag{A.1}
\end{equation*}
$$

we obtain

$$
\left[\left(\Phi_{n}(H)\right)^{n+1}\right]_{j-1, k}=\sum_{h=1}^{n}\left[\Phi_{n}(H)\right]_{j-1, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k}=\sum_{h=1}^{n}\left[I_{n N}\right]_{j, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k}=\left[\left(\Phi_{n}(H)\right)^{n}\right]_{j, k}
$$

for all $j \in\{2, \ldots, n\}$ and $k \in\{1, \ldots, n\}$.
Part 3: $\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{j, k}=H_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{h=1}^{n}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{j+1, h}\left[\Phi_{n}(H)\right]_{h, k}$ for all $j \in\{1, \ldots, n-1\}$ and $k \in\{1, \ldots, n\}$.

As

$$
\left[K_{n}(H)\right]_{j, k}= \begin{cases}H_{j+k-n-1} & \text { if } j+k \leq n+1, \\ 0_{N \times N} & \text { if } j+k>n+1,\end{cases}
$$

for all $j, k \in\{1, \ldots, n\}$, we have

$$
\begin{aligned}
{\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{j, k} } & =\sum_{h=1}^{n}\left[K_{n}(H)\right]_{j, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k} \\
& =\sum_{h=1}^{n-j+1}\left[K_{n}(H)\right]_{j, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k}+\sum_{h=n-j+2}^{n}\left[K_{n}(H)\right]_{j, h}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k} \\
& =\sum_{h=1}^{n-j+1} H_{j+h-n-1}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k} \quad \forall j, k \in\{1, \ldots, n\}
\end{aligned}
$$

Consequently, from Parts 1 and 2 we obtain

$$
\begin{aligned}
& {\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{j, k} } \\
= & \sum_{h=1}^{n-j+1} \mathrm{H}_{j+h-n-1}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k} \\
= & \mathrm{H}_{j-n}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{1, k}+\sum_{h=2}^{n-j+1} \mathrm{H}_{j+h-n-1}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h, k} \\
= & \mathrm{H}_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{h=2}^{n-j+1} \mathrm{H}_{j+h-n-1}\left[\left(\Phi_{n}(H)\right)^{n+1}\right]_{h-1, k} \\
= & \mathrm{H}_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{h=2}^{n-j+1} \mathrm{H}_{j+h-n-1} \sum_{r=1}^{n}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{h-1, r}\left[\Phi_{n}(H)\right]_{r, k} \\
= & \mathrm{H}_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{s=1}^{n-j} \mathrm{H}_{j+s-n} \sum_{r=1}^{n}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{s, r}\left[\Phi_{n}(H)\right]_{r, k} \\
= & \mathrm{H}_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{s=1}^{n-(j+1)+1} \mathrm{H}_{(j+1)+s-n-1} \sum_{r=1}^{n}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{s, r}\left[\Phi_{n}(H)\right]_{r, k} \\
= & \mathrm{H}_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{r=1}^{n}\left(\sum_{s=1}^{n-(j+1)+1} \mathrm{H}_{(j+1)+s-n-1}\left[\left(\Phi_{n}(H)\right)^{n}\right]_{s, r}\right)\left[\Phi_{n}(H)\right]_{r, k}
\end{aligned}
$$

$$
=\mathrm{H}_{-(n-j)}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}+\sum_{r=1}^{n}\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{j+1, r}\left[\Phi_{n}(H)\right]_{r, k}
$$

for all $j \in\{1, \ldots, n-1\}$ and $k \in\{1, \ldots, n\}$.
Part 4: $\left[Z_{n}(H)\right]_{j, k}=H_{-(n-j)}\left[Z_{n}(H)\right]_{n, k}+\sum_{h=1}^{n}\left[Z_{n}(H)\right]_{j+1, h}\left[\Phi_{n}(H)\right]_{h, k}$ for all $j \in\{1, \ldots, n-1\}$ and $k \in\{1, \ldots, n\}$.
Since

$$
\left[Z_{n}(H)\right]_{j, k}= \begin{cases}-\mathrm{H}_{j+k-2 n-1} & \text { if } j+k \geq n+1 \\ 0_{N \times N} & \text { if } j+k<n+1\end{cases}
$$

for all $j, k \in\{1, \ldots, n\}$ and

$$
\begin{equation*}
\left[\Phi_{n}(H)\right]_{n, k}=\left[Z_{n}(H)\right]_{n, k} \quad \forall k \in\{1, \ldots, n\} \tag{A.2}
\end{equation*}
$$

applying Equality (A.1) yields

$$
\begin{aligned}
& H_{-(n-j)}\left[Z_{n}(H)\right]_{n, k}+\sum_{h=1}^{n}\left[Z_{n}(H)\right]_{j+1, h}\left[\Phi_{n}(H)\right]_{n, k} \\
&= H_{-(n-j)}\left[Z_{n}(H)\right]_{n, k}+\sum_{h=1}^{n-1}\left[Z_{n}(H)\right]_{j+1, h}\left[I_{n N}\right]_{h+1, k}+\left[Z_{n}(H)\right]_{j+1, n}\left[\Phi_{n}(H)\right]_{n, k} \\
&= H_{-(n-j)}\left[Z_{n}(H)\right]_{n, k}+\sum_{h=1}^{n-1}\left[Z_{n}(H)\right]_{j+1, h}\left[I_{n N}\right]_{h+1, k}-H_{j-n}\left[Z_{n}(H)\right]_{n, k} \\
&= \sum_{h=1}^{n-1}\left[Z_{n}(H)\right]_{j+1, h}\left[I_{n N}\right]_{h+1, k} \\
&= \begin{cases}{\left[Z_{n}(H)\right]_{j+1, k-1}} & \text { if } k \neq 1, \\
0_{N \times N} & \text { if } k=1,\end{cases} \\
&= {\left[Z_{n}(H)\right]_{j, k}, } \\
& j \in\{1, \ldots, n-1\}, \quad k \in\{1, \ldots, n\} .
\end{aligned}
$$

Part 5: If $q \in\{1, \ldots, n-1\}$ then $\left[\left(\Phi_{n}(H)\right)^{q}\right]_{1, k}=\left[I_{n N}\right]_{q+1, k} \in \mathbb{C}^{N \times N} \forall k \in\{1, \ldots, n\}$.
We proceed by induction on $q$. From Equality (A.1),

$$
\begin{equation*}
\left[\left(\Phi_{n}(H)\right)^{q}\right]_{1, k}=\left[I_{n N}\right]_{q+1, k} \quad \forall k \in\{1, \ldots, n\} \tag{A.3}
\end{equation*}
$$

is true for $q=1$. We now assume that Equality (A.3) is true for certain $q \in\{1, \ldots, n-2\}$, and applying Equality (A.1) we have

$$
\begin{aligned}
{\left[\left(\Phi_{n}(H)\right)^{q+1}\right]_{1, k} } & =\left[\left(\Phi_{n}(H)\right)^{q} \Phi_{n}(H)\right]_{1, k}=\sum_{h=1}^{n}\left[\left(\Phi_{n}(H)\right)^{q}\right]_{1, h}\left[\Phi_{n}(H)\right]_{h, k} \\
& =\sum_{h=1}^{n}\left[I_{n N}\right]_{q+1, h}\left[\Phi_{n}(H)\right]_{h, k}=\left[\Phi_{n}(H)\right]_{q+1, k}=\left[I_{n N}\right]_{q+2, k} \quad \forall k \in\{1, \ldots, n\}
\end{aligned}
$$

Part 6: $\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k}=\left[Z_{n}(H)\right]_{n, k} \in \mathbb{C}^{N \times N} \forall k \in\{1, \ldots, n\}$.
From Parts 1 and 5, and Equality (A.2) we obtain

$$
\begin{aligned}
{\left[K_{n}(H)\left(\Phi_{n}(H)\right)^{n}\right]_{n, k} } & =\left[\left(\Phi_{n}(H)\right)^{n}\right]_{1, k}=\sum_{h=1}^{n}\left[\left(\Phi_{n}(H)\right)^{n-1}\right]_{1, h}\left[\Phi_{n}(H)\right]_{n, k} \\
& =\sum_{h=1}^{n}\left[I_{n N}\right]_{n, h}\left[\Phi_{n}(H)\right]_{n, k}=\left[\Phi_{n}(H)\right]_{n, k}=\left[Z_{n}(H)\right]_{n, k} \quad \forall k \in\{1, \ldots, n\} .
\end{aligned}
$$

Part 7: $K_{n}(H)\left(\Phi_{n}(H)\right)^{n}=Z_{n}(H)$.
It is a direct consequence of Parts 3,4 , and 6.
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